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AKTIVUJiICi SCENAR HODINY
vypracovany v ramci projektu

»+INOVACE V SKOLNIM VZDELAVANI"

TEMA:

»Deepfake — lze vérit tomu, co vidime a slySime?*
(Vizualni a zvukova manipulace — hrozby a zpiisoby
rozpoznavani)

1. Cile hodiny

Zak:

* rozumi, co je deepfake a jak vznika,

* zna nejcastéjsi pouZiti a hrozby spojené s technologii deepfake,

* dokéaZe ukazat znaky falesného video- nebo audiozdznamu,

* rozumi, jak mtize byt deepfake vyuzit v dezinformacich a kybersikané,

* rozviji schopnosti kritického pfijimani multimedialnich materiali na internetu.

2. Cilova skupina

Z4ci zékladnich $kol

3. Vyukové metody

* Brainstorming

* Mini-pfednaSka s multimedidlni prezentaci

* Analyza kratkych materiall (snimky obrazovky/videa)
* Skupinové cviceni — ,,Pravdivé nebo zmanipulované?*
« Rizen4 diskuse

* Individudlni reflexe
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4. Vyukové pomiicky / zdroje

* Pocitac, projektor, interaktivni tabule

 Ukazkové snimky obrazovky nebo kratké, fiktivni (bezpecné) filmy a hlasové nahravky, ve
kterych byla provedena manipulace (bez pouziti redlnych osob)

» Karta ,,10 varovnych signala deepfaku‘

* Seznam vzd¢lavacich a fact-checkingovych webti:

0 EU: https://edmo.eu, https://euvsdisinfo.eu

0 Polsko: https://demagog.org.pl

o Cesko: https://manipulatori.cz

o0 Slovensko: https://infosecurity.sk

o0 Ukrajina: https://www.stopfake.org

5. Prubéh hodiny (45 min)
1. Uvod — ukazuji nahravky vidy pravdu? (5-7 min)

1. Brainstorming — zkuSenosti zaka (2—3 min)

» Ucitel pozada zaky o uvedeni piikladl nahravek z internetu, které vypadaly:
o0 ,,divné*, ,,nepfirozenc*,

o ,,pfili§ Sokujici, aby to byla pravda®,

0 vzbuzovaly pochybnosti, zda skute¢né zobrazuji danou situaci nebo osobu.

* Odpovédi mohou byt zapsany na tabuli do dvou sloupct:
»Nahravky, kterym véfim* / ,,Nahravky, které se zdaly podezielé®.

* Cilem je ukdazat, Ze na internetu nejsou vSechna videa a nahravky divéryhodné, i kdyz
vypadaji profesionalné.

2. Navadéci otazky k kratké diskusi (2 min)

* Lze vzdy vétit tomu, co vidime na videu nebo slySime v nahravce?

» Muze technologie zpiisobit, Zze nékdo fekne nebo udé€la néco, co nikdy netekl ani neudélal?

* Vidéli jste nékdy video, které vypadalo jako Zert nebo bylo zménéno filtry a aplikacemi? Jak
to ovlivituje viru v jeho pravost?

3. Kratké priklady k analyze (volitelné, 1-2 min)
Ucitel mizZe ukdzat 2 obrazky nebo kratké slidy (fiktivni):
« fotografie/video zobrazujici zndmou osobu v neobvyklé situaci (napt. mluvici cizim
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jazykem),

* uryvek zmanipulované nahravky se zjevné nepfirozenym pohybem ust nebo zvukem.

fewer wrinkles

darker iris

fuller lips

Original Deepfake
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1. Znama osoba v neobvyklé, kazdodenni situaci

Obraz ukazuje celebritu (napf. na cerveném koberci) v neCekaném momentu — zakopnuti, pad
nebo jina nepiedvidatelnd situace, kterou by bylo obtizné vidét mimo kontext. Je to vyborny
vychozi bod k rozhovoru o tom, jak snadno lze zmanipulovat kontext.

2. Schémata deepfake — znepokojivé detaily obliceje
Obraz porovnava pfirozené a zmanipulované video: znatelné rozdily kolem ust, pohledu,
proporci obliceje. Takové vizudlni ptiklady usnadnuji rozpoznani jemnych znakt falzifikatu.

Nasleduje otazka:
* Vypada tato fotografie pravdivé? Co na ni vzbuzuje pochybnosti?
* Jak mizeme veédét, Ze je material divéryhodny?

4. Doplnéni ucitele — odborné informace (2 min)

* Deepfake je falesna video-, obrazova nebo zvukova nahravka vytvorena pomoci umeélé
inteligence, ktera se vydava za skute¢ny material.

» Tato technologie dokaze nahradit tvar, hlas nebo celé chovani clovéka v zaznamu tak, ze to
vypadé velmi realisticky.

* Cile pouziti deepfake:

0 zébava (napf. filtry, humorna videa),

o podvody a vyldkani pen¢z, vydavani se za znameé osoby,

o Santaz, kybersikana, nieni povésti,

o politickd a spolecenska dezinformace, vytvareni faleSnych dikaz.

vvvvvv

peclivé analyzovat nahravky diive, nez jim uvétime nebo je sdilime dal.

2. Mini-piednaska: Co je deepfake a jaké hrozby p¥inasi? (10-12 min)

1. Uvod (1 min)

« Ucitel se pta:

o Vérite vSemu, co vidite ve videich na internetu?

o Je videozaznam vzdy dikazem pravdy?

* Zdlraznuje, Ze v dob& novych technologii ,,vidét™ nemusi vzdy znamenat ,,uvéfit®, protoze
um¢éla inteligence dokéaze vytvaret faleSné zdznamy vypadajici jako skutecné.

2. Definice deepfake (2 min)

* Deepfake je technologie zalozena na ume¢lé inteligenci, kde algoritmy (neuronové sité)
analyzuji stovky ¢i tisice fotografii a nahravek skutecné osoby, aby vygenerovaly falesny
obraz, film nebo hlas, ktery vypada a zni jako original.
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* Nazev pochézi z:

0 deep learning (hluboké uceni) — technologie stojici za timto jevem,

o fake (falesny).

« Cil: vytvorit nahravku tak realistickou, ze je tézké ji odlisit od pravdy.

3. Jak vznika deepfake? (2—3 min)
* Algoritmus:

1. Sbira data — fotografie, videonahravky, ukazky hlasu vybrané osoby (Casto vetfejné
materidly z internetu).

2. Uc¢i se mimiku, pohyby ust, ton hlasu, aby je dokazal napodobit.

3. Generuje novy film nebo audio, ve kterém osoba vypada, jako by fikala nebo délala
néco, co nikdy nefekla ani neud¢lala.

* Piiklad: vytvofeni nahravky, kde celebrita propaguje produkt, ktery nikdy nepouzivala, nebo
politik pronasi kontroverzni vyrok, ktery ve skutecnosti nikdy netekl.

4. Priklady pouZziti (2 min)

* Pozitivni / neutrdlni vyuZiti:

0 Zabava — filtry na TikToku, vyména tvaii ve filmech, dabing v riiznych jazycich.
o Specialni efekty v kiné (napf. ,,omlazovani* herci ve filmech).

* Negativni / Skodlivé:

o Politicka dezinformace: fale$né projevy, které mohou ovlivnit ndzory voli¢t nebo
destabilizovat spole¢nost.

o Vydavani se za znamé osoby: celebrity, politici, ale 1 znami — za G¢elem vyldkéani penéz.

o Kybersikana a SantaZ: tvorba faleSnych kompromitujicich material{i, aby nékoho zesmésnila
nebo zastrasila.

o Finan¢ni podvody: napt. zmanipulované hlasové hovory s ,,feditelem firmy* ptikazujicim
provést pievod penéz.

5. Hrozby deepfake pro spole¢nost (2 min)

* Hrozba pro demokracii: faleSné zdznamy mohou ovlivnit vysledky voleb nebo vyvolat
nepokoje.

* Pokles diivéry v média: je stale t€z8i rozeznat pravdu od 171 — lidé zac¢inaji pochybovat i o
pravych zdznamech.

* Zni¢eni povesti: zmanipulované materialy mohou zruinovat soukromy i profesni zivot
nevinnych lidi.
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* Bezpecnost statu a firem: deepfaky mohou slouzit k podvodiim, Spionazi, kyberutokim.
* Psychologické dopady na obéti: pocit studu, stres, deprese, strach z dalSich atok.

(Ucitel miize pridat kratky fiktivni pribeh, napr.: ,,V jedné zemi bylo rozeslano video, kde
premiér oznamuje kapitulaci behem konfliktu — zaznam byl falesny, ale vyvolal paniku mezi
obyvateli ™).

6. Varovné signaly deepfaku (3—4 min)
Ucitel predstavi ,,Kartu 10 varovnych signali deepfaku‘ a probira je na ptikladech:

Nepftirozené pohyby ust — slova neodpovidaji pohybtim rtt.

Nerovnomérné svétlo na obliceji, podivné stiny nebo chybéjici odlesky v ocich.
Zkreslené nebo rozmazané Casti obrazu, zejména pii pohybu hlavy.

Oci, které nemrkaji ptirozené.

Zvuk opozdény vici pohybu ust.

Metalicky ton hlasu, zkresleni, ,,stfthy* uprostied véty.

Chybi zdroj ve vérohodnych médiich — nahravka je jen na nezndmych kanalech.
Obsah pfilis§ Sokujici, aby byl pravdivy — napf. politik uraZi cely stat, celebrita se
pfiznava k nelegélnim ¢intim.

9. Nahravka se rychle §ifi, ale chybi dal$i potvrzujici materialy.

10. Chybi doplnujici dikazy (napt. tiskové zpravy, svédecké vypovedi).

ONoa~wWNE

7. Shrnuti (1 min)

* Deepfake neni jen hra s technologii — je to také hrozba pro pravdu, povést lidi a bezpecnost
spole¢nosti.

* Proto je vzdy nutné ovetovat zdroje nahravky, nevéfit materidlu jen proto, ze ,,ho vidime*, a
vyuzivat nastroje k ovétovani multimédii (fact-checking, zpétné vyhledavani obrazk).

« Ucitel oznamuje, Ze v dalsi ¢asti hodiny budou mit Zaci moZnost provéfit své schopnosti v
rozpoznavani faleSnych nahravek.

3. Skupinové cviceni — ,,Pravdivé nebo zmanipulované?“ (15-20 min)

1. Rozdéleni do skupin a priprava materiala (2 min)

* Ttida se rozd¢li na 3—-5 skupin po 3—4 osobach.

» Kazda skupina dostane sadu 2 kratkych popist nahravek:

o 1 skutec¢néa nahravka — autentickd, potvrzend udalost nebo fiktivni material vytvofeny jako
,,vérohodny* — https://www.youtube.com/watch?v=bguB_pKPIYk

o 1 zmanipulovand nahravka (deepfake) — vytvotfena pro vzdélavaci ucely, s viditelnymi
znaky manipulace (napi. divné pohyby ust, chybé&jici zdroj, umély hlas) —
https://www.youtube.com/watch?v=cQ54GDm1elL0

» Kazda skupina obdrzi také ,,Kartu 10 signali deepfaku* jako pomocny analyticky néstroj.
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Karta 10 signali deepfaku
(mtize byt vytisténa ve formatu A4 a rozddna kazdé skupin¢)

10 signali, ze nahravka miize byt deepfake:

Nepftirozeny pohyb st — chybi plna synchronizace se zvukem.

Nerealistické mrkdni o¢i — pfili§ vzacné nebo neptirozené.

Podivné stiny a osvétleni — svétlo na obliceji nesedi s pozadim.

Rozmazani nebo artefakty obrazu — zejména kolem st a o¢i.

Zmeéna barvy hlasu — hlas zni ,,kovové® nebo synteticky.

Chybgjici plynulost pohybi — nahlé skoky nebo ,,klouzani casti obrazu.
Chybi zdroj nebo neznamy plivod nahravky — Zadna loga, datum, informace o
autorovi.

8. Prili§ dokonaly nebo neptirozeny vzhled obliceje — Zadné vrasky, ptili$ hladka plet’.
9. Nesouhlasna fe¢ t¢la — gesta nebo mimika nesedi s obsahem vypovédi.

10. Tlak ¢asu nebo senzac¢ni kontext — nahravka se nahle objevi v krizové situaci.

Nooogk~whE

2. Ukol pro skupiny (12-14 min)

Krok 1 — Analyza nahravek (5-6 min)

Zaci spole¢né sleduji nebo analyzuji kazdou nahravku/obrazek:

* Identifikuji podezielé prvky:

o neptirozené pohyby ust nebo o¢i,

o chybéjici zdroj nebo logo zpravodajské stanice,

o zkresleni obrazu,

o neobvykly ton hlasu nebo zpozdény zvuk,

o obsah pfili§ senzacni, aby byl pravdivy.

(Zéaci mohou tyto prvky oznacovat barevnym fixem na vytiscich nebo zapisovat do analytické

karty).

Krok 2 — Hodnoceni pravdivosti (3—4 min)

* Skupina rozhodne, zda je nahravka:

o pravdiva,

o zmanipulovana (deepfake),

o tézko urcitelna (pokud si nejsou jisti).

* Kratce zdlivodni své rozhodnuti s vyuzitim varovnych signalti.

Krok 3 — Urceni mozného ucelu vytvoieni nahravky (3—4 min)
« Zaci se zamysli:

o Pro¢ mohl n€kdo takovy material vytvofit?

o Mohl byt cilem:
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= vyvolani emoci (strachu, hnévu, smichu),
= politicka manipulace,

= Santaz, zesmeSnéni konkrétni osoby,

* finan¢ni zisk (napft. reklama, podvod),

* humoristicky nebo zabavni ucel.

3. Tabulka k analyze (k vypInéni ve skupiné)

Nahravka Pravdiva nebo Jaké varovné signaly
&) fale$na? jste zaznamenali?

4. Prezentace vysledku (3—5 min)

* Kazda skupina ptedstavi nahravku a uvede:
o své rozhodnuti (pravdivé/falesna),

o hlavni varovné signaly, které¢ zaznamenala,
o mozny ucel vytvoreni nahravky,

Mozny ucel
vytvoreni

deepfaku

Odkud by §lo
overit nahravku?

o kde Ize ovétit daveéryhodnost materialu (napf. Demagog.org.pl, StopFake.org, zpétné

vyhledavani obrazk).

» Ucitel doplnuje chybéjici prvky a ukazuje dalsi zptisoby ovétovani.

5. Shrnuti cviceni (1-2 min)

* Ne kazda nahrdvka na internetu je pravdiva a deepfake mize vypadat velmi realisticky.

* Abychom se nenechali oklamat:

0 Analyzujte detaily obrazu a zvuku,

o Ovéfujte zdroje a nastroje fact-checkingu,

o Nevéite nahravkam jen proto, ze vypadaji skutecné.

4. Diskuse: MuZeme vérit tomu, co vidime na internetu? (8-10 min)
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1. Cil diskuse

» Pomoci zékim pochopit vliv deepfaku na divéryhodnost informaci na internetu.

* Rozvinout schopnost kritické analyzy video- a audiozaznami, i kdyz vypadaji realisticky.
* Spolecné vypracovat zasady opatrnosti pfi praci s vizualnimi materidly online.

2. Otazky pro Zaky (diskuse v kruhu nebo metodou ,,snéhové koule*)

1. Je videozdznam vzdy dikazem pravdy?
o Jaké situace mohou zpisobit, ze video klame, i kdyz vypada pravdiveé?
o Vide¢li jste nékdy materidl na internetu, ktery se ukdzal jako podvrh nebo Zert?
2. Jak deepfake ovliviiuje nasi diivéru v informace?
o Zpisobuje védomi existence deepfakll, Ze je pro nas t€z$i vétit skuteCnym zpravam?
o Muze to vést k postoji ,,nevéiim ni¢emu, co vidim na internetu*?
3. Proc se fale$né nahravky §iti rychleji nez opravy?
o Zpisobuji emoce a senzace to, Ze rychleji klikame na ,,sdilet™?
o Proc se opravy nebo potvrzeni faktii dostavaji k mensimu poctu lidi?
4. Jak se mizeme chranit pied podvody s pouzitim deepfakt?
o Jaké prvni kroky bychom méli udé€lat, kdyZ uvidime Sokujici video?
o Musime vzdy véfit nahravkam poslanym prateli?
o Jaké néstroje nebo weby mohou pomoci s ovétenim pravosti videa (napf.
Demagog.org.pl, StopFake.org, zpétné vyhledavani obrazki)?
5. Bude v budoucnu jesté t€z8i rozlisit pravdu od vizualni manipulace?
o Jak mtze rozvoj umélé inteligence ovlivnit nasi schopnost rozpoznat falesné
materialy?
o Staci technologie fact-checkingu drzet krok s vyvojem deepfakti?

3. Techniky vedeni diskuse

* ,Ruka nahoru — dv¢ strany*: ucitel polozi otazku ,,Mize byt videozdznam dikazem
pravdy?“ — z4ci se postavi na stranu ,,ano* nebo ,,ne‘ a obhajuji svlij nazor.

* Myslenkova mapa na tabuli: uprostied ,,MUZeme véfit nahravkam na internetu?*, kolem
argumenty ,,pro‘ a ,,proti*.

» Odkaz na predchozi cviceni: ulitel navaze na piiklady analyzované ve skupinach — které
znaky nahravek ptsobily podeziele?

4. Zavéry ucitele (shrnuti 2—-3 min)

* Deepfake je silny manipulaéni nastroj, ktery miize ménit nase vnimani reality.

* [ pravé nahravky mohou byt vytrZzeny z kontextu nebo pouzity zavadéjicim zpiisobem, proto
je opatrnost nutna vzdy, nejen u deepfaka.

* Zlaté pravidlo opatrnosti:

o nevetime nahravcee jen proto, ze ,,ji vidime na vlastni oci*,

o vzdy hledame dalsi zdroje a potvrzeni (média, oficialni prohlaseni, fact-checking).
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oklamat oci a usi, ale nenahradi védomého, analyzujiciho piijemce.
* Sdilenim neovéfenych nahravek se sami miizeme nevédomky stat soucasti problému
dezinformace.

5. Shrnuti a reflexe (7 min)

Zaci dokongi véty:

» ,Pochopil/a jsem, Ze deepfake...“

* ,Nejpodezielejsi na faleSnych nahravkach je...
» ,,Nez video nebo nahravku sdilim, ovéfim...*

Vewr

Spole¢ny seznam ve tridé: ,,5 zpusobii, jak odhalit deepfake*, napt.:

Analyzuji detaily obrazu — o¢i, usta, stiny.

Ovéfuji zdroj nahravky ve vérohodnych médiich.

Hledam stejnou informaci ve vice nezavislych zdrojich.

Neveétim nahravkam, které vyvolavaji extrémni emoce a nemaji potvrzeni.
Vyuzivam nastroje k ovéfovani multimédii (napf. zpétné vyhleddvani obrazki).

orwdPE

6. Slovnic¢ek pojmu

Pojem Definice
Deepfake F aleﬁné ’Vi’d.eo- nebo :cludio nahravka vytvofena pomoci umélé inteligence,
vypadajici jako prava.
;;lz::iall:)llljlllace Umyslné zmény obrazu za i¢elem zkresleni reality.
Dezinformace Sifeni faleiného obsahu s cilem uvést piijemce v omyl.

Ovérovani obsahu Kontrola pravdivosti materialt, zdroju a jejich kontextu ve vice mistech.

Charakteristické prvky naznacujici, Ze video nebo audio miize byt

Varovné signaly . ,
zmanipulované.

7. Metodicky privodce pro ucitele

1. Priprava na hodinu

* Vybér materialt:

o Pouzivej fiktivni nebo vzdélavaci ptiklady deepfaki, aby se ptedeslo kontroverzim,
poruSovani prav skute¢nych osob nebo vyvolavani zbytecnych emoci.

o Vyhybej se politickému, nabozenskému, brutdlnimu nebo kompromitujicimu obsahu —
materidly by mély byt neutralni a bezpecné.
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o Dbej na rozmanitost formatt — kratké videoklipy, audiozaznamy, snimky obrazovky, popisy
situaci — aby bylo vidét, ze deepfake mize mit rizné podoby.

* Technicka ptiprava:

o Zkontroluj funk¢nost zatizeni (projektor, reproduktory) a materialii pfed hodinou, abys
predesel/a technickym problémtm.

o Ujisti se, ze vSechny video/audio soubory jsou ulozené offline, aby nebylo nutné pouzivat
potencidlné nebezpecné internetové zdroje béhem vyuky.

2. Vedeni hodiny

« Uvod:

o Za¢ni piiklady, které zaci znaji (filtry z aplikaci, video memy, upravy hlasu) — to jim
umozni lépe pochopit, co je deepfake a jak snadno Ize nahravku zménit.

o Podporuj sdileni vlastnich zkuSenosti, ale dbej na to, aby se nikdo necitil hodnocen za své
odpovedi.

* Mini-pfednaska:

o Pouzivej jednoduchy, srozumitelny jazyk pii vysvétlovani technickych pojmt (napf.
,heuronove sité* — | poc¢itacovy program, ktery se uci z mnoha fotografii, jak vypada oblice;j
urcité osoby*).

o V prub¢hu vykladu pokladej kratké otazky, abys udrzel/a pozornost a aktivitu zakda.

* Cvicent:

o Dbej, aby v kazdé skupinég byl zék, ktery zvlada praci s poc¢itacem nebo interaktivni tabuli,
pokud analyzujete nahravky.

o Dej zakiim nastroje k analyze (karta varovnych signalti deepfaku, seznam kontrolnich
otazek), aby byla prace ve skupiné€ snazsi a prehlednéjsi.

o Po cvicenich zdlrazni, Ze obtiznost rozpoznani falesné nahravky je normalni — i odbornici
se mohou mylit.

3. Moderovani diskuse

* Pouzivej oteviené otazky: ,,Co si o tom myslite?*, ,,Pro€ si to myslis?*, ,,Ma n¢kdo jiny
nazor?.

* Nehodnot odpovédi jako ,,spravné® ¢i ,,Spatné* — ukaz, ze kazdy nazor je vychozim bodem
pro analyzu.

* Pokud ve tfid¢ zazni ptiklad ze skutecného Zivota, ujisti se, ze je vypraveén neutralné a
nikoho neposkozuje.

* Zdurazni, Ze deepfake je technologie, nikoli chyba obéti — kazdy se miZe nechat oklamat,
proto je dilezité ucit se rozpoznavat manipula¢ni mechanismy.
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4. Bezpecna atmosféra

* Stanov pravidlo: ,,Nesmé&jeme se cizim ndzorim, nehodnotime lidi, kteti se né¢kdy nechali
nachytat®.

* Pokud zak sdili vlastni zkuSenost (napf. klikl na falesné video), podékuj mu za odvahu misto
kritiky jeho chovani.

* Dbej na to, aby analyzované materialy nebyly drastické, agresivni nebo kompromitujici, ani
fiktivné — cilem je uceni analyzy, ne vyvolavani nepfijemnych emoci.

5. Vychovny cil a kli¢ova sdéleni hodiny

* Kritické mysleni: zaci by méli pochopit, ze nahravka neni vzdy dikazem pravdy a
technologie miiZze velmi realisticky manipulovat obrazem a zvukem.

* Opatrnost na internetu: sdileni neovétenych materiali mtize pfispét k Sifeni dezinformaci a
ublizit ostatnim.

» Védomé vyuzivani médii: vyplati se ovérovat obsah ve vice zdrojich, pouzivat fact-
checkingové portaly a hledat potvrzeni ve vérohodnych médiich.

» Empatie: deepfake je Casto nastrojem kyberSikany — je dulezité reagovat, pokud je nékdo
obéti falesnych nahravek.
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6. RozSireni lekce

* Domaci ukol: Z4ci vyhledaji informace o ptipadech pouziti deepfaku ve svété (napt. v
politice, reklamé, filmu) a zhodnoti jejich vliv na piijemce.

* Tfidni plakat: ,,5 pravidel opatrnosti pfi praci s nahravkami na internetu“ — vytvoteny
spole¢né pro upevnéni znalosti.

* Mini-projekt: ptiprava kratké vzdélavaci kampané pro ostatni zaky Skoly — jak rozpoznat
deepfake a nenechat se oklamat.

Zdroje védecké a vzdélavaci

« EDMO - European Digital Media Observatory

https://edmo.eu

— evropské centrum znalosti o dezinformacich, obsahuje zpravy a analyzy tykajici se novych
forem vizualni manipulace, v¢etné deepfakt.

vvvvvv

https://euvsdisinfo.eu
— databéaze analyzovanych piipadl dezinformaci, v€etné zmanipulovanych videomateriala,
vzde¢lavaci nastroje k rozpozndvani faleSného obsahu.
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« EDMO Taskforce on Al and Disinformation (2023)
https://edmo.eu/research/ai-disinformation-taskforce

— zpravy a doporuceni EU o hrozbach vyplyvajicich z vyuziti umélé inteligence pii tvorbé
falesnych nahravek.

* UNESCO - Media and Information Literacy Curriculum for Teachers
https://unesdoc.unesco.org/ark:/48223/pf0000192971

— vzdélavaci program pro ucitele o kritickém mysleni a analyze medidlnich materiald, véetné
audiovizualnich manipulaci.

Polské zdroje fact-checkingu

* Demagog.org.pl — nejvetsi polsky fact-checkingovy portal

https://demagog.org.pl

— analyzy faleSného obsahu, v¢etné ptikladii zmanipulovanych nahrdvek a ndvody k
ovérovani multimedialnich materialt.

Ceské a slovenské zdroje

* Manipulatofi.cz

https://manipulatori.cz

— Cesky vzdélavaci a analyticky portél specializujici se na odhalovani manipulaci, véetné
deepfake materialti pouzivanych v dezinformac¢nich kampanich.

* Demagog.cz

https://demagog.cz

— Cesky ekvivalent polského Demagoga, obsahuje analyzy videi pouZivanych k manipulaci
vefejného minéni.

* Demagog.sk

https://demagog.sk

— slovensky fact-checkingovy portal, vzdélavaci materialy o fake news a novych formach
digitalni manipulace.

* Infosecurity.sk — Institat pre bezpecnostnu politiku

https://infosecurity.sk

— analyzy informacnich hrozeb, zpravy o dezinformacich ve videich a faleSnych nahravkach
ve stfedni a vychodni Evropé.

Ukrajinské zdroje

* StopFake.org

https://www.stopfake.org

— ukrajinsky portal bojujici proti dezinformacim, analyzujici zmanipulovana videa, falesné
véale¢né filmy a audiovizudlni manipulace na internetu.
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