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AKTYWIZUJACY SCENARIUSZ LEKCJI
opracowany w ramach projektu
»INNOWACJE W EDUKACJI SZKOLNEJ"

Temat lekcji:

Boty, trolle i falszywe konta — kim naprawde¢ s3 nadawcy
informacji?
(Rozpoznawanie nieautentycznych profili i zautomatyzowanej
aktywnosci w sieci)
1. Cele lekcji
Uczen:
e wie, czym s3 boty internetowe, trolle i falszywe konta,

e potrafi rozpoznaé podstawowe cechy nieautentycznych profili w mediach
spolecznosciowych,

e rozumie, dlaczego tworzy sie boty i falszywe konta (cele komercyjne, polityczne,
propagandowe, manipulacyjne),

e potrafi wymieni¢ proste metody sprawdzania wiarygodnosci konta/nadawcy
informaciji,

e rozwija krytyczne myslenie, umiejetno$¢ analizowania zrodet i bezpiecznego
korzystania z sieci.

2. Grupa docelowa
Uczniowie szkoty podstawowej
3. Metody nauczania

o Burza mozgow

e Mini-wyktad z przyktadami (pokaz zrzutow ekranéw — fatszywe profile, aktywnos¢
botow)

e Cwiczenie w grupach — analiza profili/nadawcow

e Dyskusja kierowana
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o Refleksja indywidualna
4. Pomoce dydaktyczne / zrodla
o Komputer, rzutnik lub tablica interaktywna
e Zrzuty ekranow fikcyjnych profili (przygotowanych na potrzeby lekcji)
o Karty pracy z pytaniami do analizy konta (profilowe, tresci postow, aktywnos¢, linki)
o Strony i narzedzia fact-checkingowe i1 do analizy aktywnosci w sieci:

o Polska: https://demagog.org.pl

o Czechy: https://manipulatori.cz, https://demagog.cz

o Slowacja: https://demagog.sk

o Ukraina: https://www.stopfake.org/en/news/

o UE: https://edmo.eu, https://euvsdisinfo.eu

o Narzedzie do analizy botow w sieci (przyktad):
https://botometer.osome.iu.edu/

5. Przebieg lekcji (45 min)
1. Wprowadzenie — czy kazdy nadawca informacji jest prawdziwy? (5-7 min)
1. Burza mozgow (2 min)

e Nauczyciel prosi uczniow o odpowiedz na pytanie:
,, Kto moze publikowacé wiadomosci lub wpisy w internecie? ”

e Uczniowie podaja swoje skojarzenia, np.:
o zwykli uzytkownicy,
o dziennikarze, media, blogerzy, influencerzy,
o firmy, organizacje, partie polityczne,
o boty (programy automatyczne),
o trolle lub fatszywe konta tworzone w okreslonym celu.

e Nauczyciel zapisuje odpowiedzi na tablicy, podkreslajac roznorodnos$¢ autorow tresci
W sieci.

2. Pytania naprowadzajace do dyskusji (2-3 min)

e Czy kazdy profil w mediach spoleczno$ciowych nalezy do prawdziwej osoby?
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e Dlaczego kto$ mialby tworzy¢ falszywe konta zamiast publikowa¢ pod wlasnym
nazwiskiem?

e (Czy boty moga wygladac i pisa¢ jak prawdziwy uzytkownik?

o Skad wiemy, ze wiadomos¢, ktora widzimy w sieci, zostala napisana przez realnego
cztowieka?

e (Czy mozna w pelni ufa¢ nadawcy tresci tylko dlatego, ze jego konto wyglada
,profesjonalnie”?

(Nauczyciel dopytuje, czy uczniowie spotkali si¢ z podejrzanymi kontami w sieci, np. profilami
bez zdjec, powtarzajqcymi te same komentarze).

3. Dopowiedzenie nauczyciela — rozszerzone informacje merytoryczne (3—4 min)
e Nie wszyscy nadawcy informacji w sieci sg prawdziwymi ludzmi.

o Obok zwyklych uzytkownikéw funkcjonujg boty, czyli programy
komputerowe publikujace tresci automatycznie.

o Istnieja tez fatszywe konta prowadzone przez ludzi lub organizacje, ktore udaja
realnych uzytkownikow, ale ich celem nie jest rozmowa, tylko manipulacja
odbiorcami.

o Cele tworzenia botow i falszywych kont:

o Reklama i marketing — automaty publikuja setki komentarzy zach¢cajacych do
kupna produktow lub ustug.

o Propaganda i wptyw na opini¢ publiczng — sztuczne zwigkszanie popularnosci
postow, wspieranie kampanii politycznych lub oczernianie przeciwnikow.

o Dezinformacja — rozprzestrzenianie fake newsow, teorii spiskowych, plotek,
aby wzbudzi¢ emocje i chaos.

o Manipulowanie trendami — boty moga sprawié, ze pewna wiadomos¢
,»wyglada na popularng”, cho¢ faktycznie nikt realny jej nie popiera.

o Skala problemu:

o Szacuje si¢, ze w popularnych serwisach spoteczno$ciowych nawet 10-15%
aktywnych kont moze by¢ nieautentycznych.

o Boty potrafig pisa¢ jak ludzie, publikowa¢ w r6znych jezykach i nasladowac
ludzkie btedy, aby by¢ trudniejsze do wykrycia.

o Wazne:
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o Jesli nie wiemy, kto naprawde jest nadawcg informacji, mozemy uwierzy¢ w
cos, co zostalo stworzone tylko po to, by nami manipulowac.

o Falszywi nadawcy mogg zmienia¢ opinie spoteczne, wptywaé na wybory,
decyzje finansowe lub emocje odbiorcow.

2. Mini-wyklad: Boty, trolle i falszywe konta (10-12 min)
1. Wprowadzenie — dlaczego warto wiedzieé, kto jest nadawca informacji? (1-2 min)

e Nauczyciel zadaje pytanie uczniom:
., Czy zawsze wiemy, kto naprawde stoi za postem w internecie? Czy kazdy komentarz
jest pisany przez realng osobe?”

o Wyjasnia, ze wspolczesne media spotecznosciowe pelne sa kont prowadzonych przez
ludzi 1 automaty, ktore wygladaja jak zwykli uzytkownicy, ale maja ukryte cele —
manipulacyjne, reklamowe, polityczne lub propagandowe.

e Zrozumienie, kim sg boty, trolle i falszywe konta, pomaga chroni¢ si¢ przed
manipulacjg, oszustwami i dezinformacjg.

2. Bot internetowy (3 min)

o Definicja: program komputerowy, ktory automatycznie wykonuje dziatania w sieci —
publikuje posty, komentuje, lajkuje lub udostepnia tresci. Moze dziata¢ 24 godziny na
dobe, szybciej niz czlowiek, masowo powielajac informacje.

e Rodzaje botow:

o Pozyteczne: np. boty pogodowe, informujace o kursie walut, aktualnosciach
sportowych.

o Szkodliwe: rozsytajace spam, linki do podejrzanych stron, fake newsy,
tworzace pozorne poparcie dla idei politycznych czy teorii spiskowych.

o Przyklad dziatania: podczas kampanii wyborczych w réznych krajach boty byly
wykorzystywane do rozpowszechniania tysiecy identycznych postow, aby sprawiaé
wrazenie, ze ,,wszyscy’ mys$lag w ten sam sposob.

e Pytanie do uczniow: ,, Czy liczba polubien lub komentarzy zawsze oznacza, Ze tres¢
jest popularna wsrod prawdziwych ludzi?”

3. Troll internetowy (3 min)

e Definicja: osoba (czasem optacana, czasem dziatajaca z wlasnej woli), ktorej celem
jest prowokowanie, obrazanie, sktcanie ludzi w internecie.
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e Troll czgsto udaje zwyklego uzytkownika, ale jego wpisy maja wzbudzi¢ emocje:
z10$¢, strach, oburzenie.

e Cechy dziatan trolla:

o prowokacyjne pytania i obrazliwe komentarze,

o wys$miewanie innych, przeinaczanie ich stow,

o stosowanie ktamstw lub potprawd, by wywota¢ chaos.
e Dlaczego trolle to problem?:

o rozbijaja merytoryczne dyskusje,

o moga rozpowszechnia¢ fake newsy lub propagande,

o wywieraja presj¢ na uzytkownikach, zniechecajac do wyrazania wlasnego
zdania.

o Pytanie do ucznidw: ,, Czy kiedykolwiek spotkaliscie si¢ z komentarzem w sieci, ktory
wydawat si¢ mie¢ tylko jeden cel — sprowokowac klotnie?”

4. Falszywe konto (3—4 min)

e Definicja: profil stworzony przez osobg¢ lub organizacje, ktory udaje prawdziwego
uzytkownika, ale jest uzywany w celu manipulacji opinig publiczna, reklamowania
produktdw, a czasem oszustw (np. wytudzania danych).

o Typowe sygnaly ostrzegawcze:
o brak prawdziwego zdjecia (lub zdjecie stockowe, z sieci),
o dziwna nazwa konta, np. ciag losowych cyfr,
o niewielu znajomych lub obserwatoréw, brak interakcji z innymi,
o masowe publikowanie tych samych tresci na roznych grupach czy stronach,
o udostgpnianie linkéw do nieznanych, watpliwych zrodet.

o Przyktad dziatania: falszywe konta moga by¢ tworzone, aby sztucznie zwigkszaé
poparcie dla jakiej$ idei (np. setki komentarzy chwalacych konkretnego polityka lub
krytykujacych jego przeciwnika).

5. Po co tworzy sie¢ boty, trolle i falszywe konta? (2—3 min)

e Manipulacja opinig publiczng: szczegdlnie podczas kampanii wyborczych — tworzenie
iluzji ,,wickszo$ciowego poparcia”.

e Propaganda: wzmacnianie teorii spiskowych, szerzenie dezinformacji w czasie
kryzysow spotecznych lub wojen informacyjnych.
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e Reklama i marketing: podszywanie si¢ pod ,,zwyktych klientow” chwalgcych produkt
lub krytykujacych konkurencje.

o Sianie chaosu i wrogosci: podsycanie konfliktow migdzy grupami spotecznymi,
wzmacnianie podzialdw i emoc;ji.

e Oszustwa: wytudzanie danych, linki do fatszywych stron, ktore kradng informacje o
uzytkownikach.

6. Podsumowanie — jak si¢ bronié¢? (1 min)
e Nie ufa¢ kazdej wiadomosci, tylko dlatego, ze jest popularna lub czg¢sto komentowana.
e Sprawdzac, kto jest autorem tresci — profil, historia aktywnosci, zrodta informacji.
e Uzywac narzedzi do analizy botow i falszywych kont, np. Botometer.

o Pamigtaé, ze w sieci czes$¢ dyskusji moze by¢ sztucznie kreowana, a nie wynikac z
prawdziwych opinii ludzi.

3. Cwiczenie grupowe — ,,Prawdziwy czy falszywy nadawca?” (15-20 min)

Cel ¢wiczenia
e Nauczy¢ ucznidow analizowania profili internetowych pod katem ich wiarygodnosci.
e Zwrdci¢ uwage na oznaki fatszywych kont, botow i trolli.

e Pokaza¢, ze nie kazde konto w internecie jest tym, za kogo si¢ podaje i jak to
sprawdzi¢ w praktyce.

Przebieg ¢wiczenia — krok po kroku
1. Podzial na grupy (1 min)
o Klasa dzieli si¢ na 3—5 zespotoéw po 3—4 osoby.

o Kazda grupa otrzymuje zestaw 3 fikcyjnych profili (wydruki, slajdy lub przygotowane
plansze):

o Profil A— autentyczny uzytkownik: normalne zdjgcia, roznorodne posty,
interakcje z innymi, naturalny jezyk.

o Profil B — bot: powtarzalne komentarze, brak zdjecia lub zdjecie ogdlne,
publikacje w nienaturalnie szybkim tempie.

o Profil C — falszywy troll: obrazliwe lub prowokacyjne tresci, brak
prawdziwych danych, czesto linki do podejrzanych stron.

Profil A — Autentyczny uzytkownik
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Imie i nazwisko: Anna Kowalska
Zdjecie profilowe: selfie na tle parku, u§miechnigta, naturalne §wiatto

Opis w profilu: ,, Mitosniczka podrézy, ksigzek i dobrej kawy & Ly»-"
Ostatnie posty:

1. Zdjecie z wyjazdu do Gdanska — opis: ,,Cudowny weekend nad morzem ” (25
polubien, 6 komentarzy od znajomych).

2. Udostepnienie artykutu o nowych ksigzkach w bibliotece miejskiej — komentarz: ,,Juz
wiem, co wypozycze!”.

3. Zdjecie kawy z kawiarni, oznaczenie znajome;j: ,,Dzigki za spotkanie, Kasiu!”.
Aktywnos¢:

o Komentuje znajomym urodziny (,, Wszystkiego najlepszego, Piotr!”).

e Odpowiada na komentarze.

e Publikuje $rednio 2—3 razy w tygodniu.

e Posty dotyczg roznych tematdéw — podrdze, hobby, codziennosé.
Profil B — Bot

Nazwa uzytkownika: @info_news_fast

Zdjecie profilowe: ikona globu w niebieskim kolorze (stock).
Opis w profilu: ,, Najnowsze wiadomosci 24/7”

Ostatnie posty:

1. 5 postow w ciggu 2 minut — kazdy to ten sam artykut z linkiem, inny tytut.

2. Komentarze pod przypadkowymi postami: ,,Sprawdz tutaj >> [link]”, ,,Niesamowite,
zobacz sam!” — bez odniesienia do tresci.

3. Udostepnianie tresci wytacznie z jednej strony internetowe;.
Aktywnos¢:
« Publikacje o r6znych porach dnia i nocy w nienaturalnym tempie.
e Brak interakcji z innymi — zero odpowiedzi na komentarze.
e Brak zdje¢ z zycia prywatnego, brak relacji.
Profil C — Falszywy troll

Nazwa uzytkownika: @Prawda_bez_cenzury
Zdjecie profilowe: zamazane zdjgcie twarzy w kapturze.
Opis w profilu: ,, Mowig, jak jest. Nie dla naiwnych.”
Ostatnie posty:
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1. Obrazliwy komentarz pod zdjeciem znanej osoby: ,, Twoje miejsce jest w wigzieniu!”.

2. Link do podejrzanej strony: ,,Prawdziwe fakty, ktorych nie zobaczysz w mediach
[link]™.

3. Prowokacyjny wpis: ,,Kto jeszcze wierzy w te propagande? Obudzcie sig!™.
Aktywnos¢:

o Czesto uzywa CAPS LOCK, emotikonéw @ @) .

o Komentarze zaczepne i prowokujace klotnie.

e Brak prawdziwych danych osobowych i zdje¢.

e Publikuje 1-2 razy dziennie, ale w wielu miejscach jednoczesnie.

2. Narzedzie pomocnicze — ,,Karta sygnalow ostrzegawczych” (5 min)

Kazda grupa otrzymuje karte kontrolng z listg sygnatdéw, ktére moga swiadczy¢ o
nieautentycznym profilu:

Karta sygnalow ostrzegawczych — Czy konto jest prawdziwe?

Zaznacz (V' /
X)

Nr Sygnal ostrzegawczy

Brak zdje¢cia profilowego lub zdje¢cie z internetu (stockowe, stawnej
osoby)

2 Dziwna nazwa uzytkownika (ciag cyfr, losowe znaki)

Brak informacji o wlascicielu (bio, miejsce zamieszkania, data
zalozenia konta)

4 Bardzo malo znajomych/obserwujacych lub same podejrzane konta
5 Powtarzanie tych samych komentarzy w réznych miejscach

6 Publikowanie w nienaturalnie krotkich odstepach czasu, 24/7

7 Linki prowadzace do nieznanych lub niepewnych stron

8 Jezyk pelen agresji, prowokacji, obrazliwych hasel

Brak interakcji z innymi uzytkownikami (nikt nie odpowiada, brak
reakcji)
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Zaznacz (V' /
X)

Nr Sygnal ostrzegawczy

Tresci wylacznie na jeden temat, brak réznorodnosci (np. tylko
polityka, jedna sprawa)

(Zadaniem grupy jest przeanalizowac kazdy profil przy pomocy tej karty i zaznaczy¢ sygnaty
ostrzegawcze.)

3. Analiza profili (7-8 min)
e Grupa przeglada profil i zaznacza w tabeli, co jest wiarygodne, a co podejrzane.
o Odpowiada na pytania:
1. Jakie sygnaty ostrzegawcze wystepuja w tym profilu?
2. Czy profil wydaje si¢ autentyczny, botem czy falszywym trollem?

3. Jak mozna sprawdzi¢ wiarygodno$¢ tego konta (np. wyszukac¢ zdjecie w
Google Images, sprawdzi¢ linki, poréwna¢ komentarze)?

Tabela do wypelnienia:

Nazwa profilu Co wyglada wiarygodnie? Co jest podejrzane? Jak to sprawdzi¢?
Profil A

Profil B

Profil C

4. Prezentacja wynikow (4-5 min)
e Kazda grupa przedstawia swoje wnioski w 2—3 minutach.

e Nauczyciel zapisuje na tablicy najczestsze ,,czerwone flagi” falszywych nadawcow,
tworzac wspolng liste klasy.

Whioski koncowe
o Nie kazdy nadawca w sieci jest tym, za kogo si¢ podaje.

o Falszywe konta mogg wyglada¢ bardzo realistycznie, ale zdradzajg je pewne wzorce
zachowan.

e Zanim zaufamy informacji w sieci lub ja udostepnimy, warto sprawdzi¢, kto jest jej
autorem i czy konto wyglada autentycznie.
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4. Dyskusja: Jak rozpozna¢ falszywego nadawce w sieci? (8—10 min)
Cel dyskusji

e Rozwijanie umiejetnosci krytycznego myslenia i1 analizy tresci w mediach
spotecznos$ciowych.

o Uswiadomienie, ze falszywe profile, boty i trolle moga wyglada¢ bardzo wiarygodnie,
a ich celem jest manipulacja, prowokacja lub rozprzestrzenianie dezinformaciji.

o Wypracowanie zasad bezpiecznego reagowania na podejrzane konta i komentarze.
1. Pytania do uczniow (rozszerzone)
1. Czy latwo odrozni¢ prawdziwe konto od falszywego?
o Co sprawia, ze profil wydaje si¢ wiarygodny na pierwszy rzut oka?
o Czy wyglad profilu zawsze $wiadczy o tym, ze nadawca jest prawdziwy?
2. Jakie sygnaly ostrzegawcze moga wskazywac na falszywego nadawce?

o (odwotanie do listy z poprzedniego ¢wiczenia: brak zdj¢cia, dziwna nazwa,
brak znajomych, powtarzanie postoéw, linki do nieznanych stron, brak
interakcji).

o Czy spotkaliscie si¢ z takimi profilami w sieci?
3. Dlaczego boty i trolle sa skuteczne w rozprzestrzenianiu fake newsow?

o Czy liczba komentarzy, polubief 1 udostgpnien zawsze oznacza, ze co$ jest
prawdziwe?

o Jak dziata ,.efekt thumu” w internecie — czy tatwiej wierzymy, gdy widzimy
setki podobnych wpisow?

4. Jak mozemy sprawdzaé wiarygodnos¢ konta, zanim zaufamy jego tresci?
o Czy mozna zweryfikowac¢ zdj¢cie profilowe (np. wyszukiwarka obrazow)?

o Czy mozna sprawdzi¢, od kiedy konto istnieje 1 jakie ma wcze$niejsze
aktywnosci?

o Dlaczego warto poréwna¢ informacje w innych zrédtach?
5. Czy powinniSmy odpowiadaé¢ na prowokacyjne komentarze w sieci?

o Czy dyskusja z trollem ma sens, czy tylko ,,dokarmia” konflikt?
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o Jak mozna reagowac bez wchodzenia w niepotrzebne kidtnie? (np. zglaszanie,
ignorowanie, blokowanie).

2. Dodatkowe pytania poglebiajace
e (Czy bot moze udawac prawdziwg osobg, publikujac zdjecia i1 krotkie komentarze?

e Jak odrozni¢ prawdziwe emocje cztowieka od sztucznie zaprogramowanych reakcji
bota?

o Czy spotkaliscie si¢ z sytuacja, kiedy wiele profili pisato to samo w krotkim czasie?
Jak to wptyng¢to na Wasze wrazenie o tej informacji?

3. Przykladowa sytuacja do analizy (opcjonalnie)
Nauczyciel pokazuje krotki fragment fikcyjnej dyskusji online:

e 5 réznych kont komentuje artykut w identyczny sposob: ,,To wina politykoéw! Trzeba
ich usung¢!”.

e Po kliknigciu w profile wida¢: brak zdj¢¢, dziwne nazwy uzytkownikow, zero
wcezesniejszych postow.

Pytania do uczniow:
o Co moze wskazywac, ze to fatlszywi nadawcy?
o (Czy taka powtarzalno$¢ komentarzy moze zmieni¢ nasze postrzeganie tematu?
o Jak mozemy sprawdzi¢, czy za tymi kontami stoja prawdziwi ludzie?

4. Wskazowki dla nauczyciela

e Zachgcaj do konkretnych przyktadow z zycia uczniow (bez ujawniania danych
osobowych czy nazw profili).

o Upewnij si¢, ze uczniowie rozumieja, iz nie kazda anonimowo$¢ w sieci oznacza
fatszywego nadawce — wazna jest analiza zachowan konta, nie samo ukrycie
nazwiska.

e Podkresl, ze nie wolno $lepo wierzy¢ w popularnos$¢ postu — boty i trolle moga
sztucznie tworzy¢ ,,modne tematy”.

5. Podsumowanie dyskusji (2 min)

e W internecie nie kazdy nadawca jest tym, za kogo si¢ podaje — moze to by¢ bot, troll
lub fatszywy profil dziatajacy w okre§lonym celu.

o Najwazniejsze zasady:
1. Sprawdzaj profil: zdjecie, histori¢ postow, powtarzalnos¢ tresci, linki.
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2. Mysl krytycznie — liczba komentarzy 1 polubien nie oznacza prawdy.

3. Nie karm trolli — nie wchodZ w bezsensowne konflikty, zgtaszaj podejrzane
konta.

4. Weryfikuj informacje w kilku Zrédtach, zanim w nie uwierzysz lub
udostepnisz.

5. Podsumowanie i refleksja (7 min)
e Uczniowie koncza zdania:
o ,,Dzi$§ zrozumiatem/am, ze nie kazdy nadawca informacji...”
o ,,Najlatwiej rozpozna¢ falszywe konto po...”
o ,,Zanim uwierz¢ w wiadomos¢, sprawdzg...”
o Na flipcharcie powstaje wspoélna lista: ,,Jak chroni¢ si¢ przed botami i trollami?”
o sprawdzam zdjecia i dane profilu,
o patrze na histori¢ postow 1 aktywnos¢,
o weryfikuje informacje w niezaleznych zrodtach,
o nie reaguj¢ impulsywnie na prowokacje,
o korzystam z narzedzi do analizy botéw (np. Botometer).
6. Slownik pojec
Pojecie Definicja

Program komputerowy publikujacy tresci lub reakcje w sieci

Bot internetow .
y automatycznie, czesto masowo.

Osoba celowo wywotujaca ktétnie, konflikty i emocje w sieci,

Troll
czesto dla zysku lub propagandy.
Falszywe konto Proﬂl udaj acy prawdziwego uzytkownika, stworzony w celu
manipulacji, oszustwa lub reklamy.
Zautomatyzowana Publikowanie duzej liczby podobnych tresci w krotkim czasie przez
aktywno$¢ boty lub falszywe konta.

Osoba, organizacja lub system, ktory tworzy i1 rozpowszechnia

Nadawca informacji . .
tresct w internecie.
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7. Przewodnik metodyczny dla nauczyciela

1. Przygotowanie lekcji

e Dobor materialow:

o

Wybieraj fikcyjne lub miedzynarodowe przyklady profili, dyskusji i postow,
aby unikna¢ sporéw zwigzanych z lokalng polityka lub osobistymi sytuacjami
uczniow.

Materiaty powinny by¢ wizualnie realistyczne, ale nie zawiera¢ prawdziwych
danych osobowych.

Przygotuj zestaw 3-6 fikcyjnych profili (autentyczny, bot, troll),
zawierajacych przyktadowe wpisy, komentarze, zdjecia profilowe, aby
¢wiczenie byto praktyczne.

e Format materialow:

o

Zrzuty ekranu (lub ich imitacje) z ro6znych platform (Facebook, Twitter/X,
Instagram, fora internetowe).

Posty tekstowe, memy, krotkie konwersacje, linki do stron — aby pokazaé
rozne formy aktywnosci falszywych kont.

,.Karte sygnatow ostrzegawczych” do analizy wiarygodnos$ci profili — jako
wsparcie dla uczniow.

2. Sposéb prowadzenia lekcji

e Wprowadzenie:
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o Zacznij od pytan pobudzajacych ciekawos¢ (,,Czy kazdy profil w sieci to
prawdziwa osoba?”).

o Jesli uczniowie podaja przyktady prawdziwych sytuacji (np. spotkali trolla),
nie analizuj ich personalnie — uzyj ich tylko jako ogoélnych przyktadow
mechanizmu.

e Pracaw grupach:

o Upewnij si¢, ze kazdy uczestnik ma przypisana role (np. osoba czytajaca
profil, osoba uzupetniajaca tabele, osoba prezentujaca wyniki), aby zwickszy¢
zaangazowanie wszystkich.

o Przypominaj, ze celem jest nauka rozpoznawania schematow, a nie
ocenianie konkretnych ludzi.

3. Moderowanie dyskusji
e Zadawaj pytania pomocnicze:
o ,,Co sprawia, Ze profil wydaje sie podejrzany?”
o ,,Czy to mogltoby by¢ dziatanie bota? Dlaczego?”
o ,Jak mozna sprawdzié, kto naprawde stoi za tym kontem?”’

o Podkreslaj, ze granica miedzy prawdziwym a falszywym nadawca jest czesto
subtelna — nie zawsze da si¢ mie¢ 100% pewnosci bez dodatkowych narzedzi.

e Unikaj wySmiewania btednych odpowiedzi — pokazuj, ze watpliwosci sg naturalne, a
kazdy moze si¢ pomyli¢.

4. Bezpieczna atmosfera w klasie

o Pamietaj, ze cze$¢ uczniow mogta pasé ofiarg trollingu, cyberprzemocy lub
falszywych profili w przesztosci.

e Zadbaj, by lekcja byta przestrzenia wsparcia, a nie wytykania bledow w
rozpoznawaniu fatszywych nadawcow.

e Zachgcaj do zadawania pytan — ,,lepiej zapytaé, niz zaufa¢ w ciemno”.
5. Cel wychowawczy lekcji

o Ksztaltowanie u uczniow nawyku:
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Sprawdzania autora informacji (profil, historia postow, wiarygodno$¢
zrodet).

Niesugerowania si¢ liczba polubien czy komentarzy, bo moga by¢
generowane automatycznie.

Niepodejmowania impulsywnych decyzji (np. udostepniania wiadomosci,
reagowania agresywnie na prowokacje), zanim upewnig si¢, kto jest nadawca.

6. Mozliwe rozszerzenia lekcji

e Mini-projekt domowy: uczniowie wyszukujg w sieci prawdziwe przyktady
podejrzanych profili (bez ujawniania danych osobowych) i analizuja je w klasie pod
katem sygnatow ostrzegawczych.

« Plakat edukacyjny: wspoélne stworzenie listy ,,10 sposobow na rozpoznanie
falszywego nadawcy w internecie”.

o Kroétka gra edukacyjna: ,,Bot czy cztowiek?” — nauczyciel pokazuje przyktady
wpisow, a uczniowie zgaduja, czy to bot, troll czy realny uzytkownik, uzasadniajgc
odpowiedz.

7. Materialy dodatkowe

« Strony do weryfikacji i analizy kont:

o

https://botometer.osome.iu.edu — analiza prawdopodobienstwa, ze konto jest
botem (jezyk angielski).

https://edmo.eu — Europejskie Obserwatorium Mediow Cyfrowych.

https://demagog.org.pl — weryfikacja informacji w Polsce.

https://stopfake.org — analizy falszywych informacji w przestrzeni
ukrainskojezycznej.

8. Zrédla edukacyjne i fact-checkingowe

e European Digital Media Observatory (EDMO)
https://edmo.eu

« EUvsDisinfo — European External Action Service
https://euvsdisinfo.eu

o Demagog.org.pl (Polska)
https://demagog.org.pl
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Manipulatori.cz (Czechy)
https://manipulatori.cz

Demagog.cz (Czechy)
https://demagog.cz

Demagog.sk (Stowacja)
https://demagog.sk

StopFake.org (Ukraina)
https://www.stopfake.org/en/news/

Botometer (USA, narzedzie do analizy botow)
https://botometer.osome.iu.edu/

NolS
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