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AKTIVACNY SCENAR LEKCIE
vypracovany v ramci projektu

,INOVACIE V SKOLSKEJ VYCHOVE"

TEMA:

»Deepfake — m6Zeme verit’ tomu, o vidime a poCujeme?*
(Vizualna a zvukova manipulacia — hrozby a sposoby
rozpoznavania)

1. Ciele hodiny

Ziak:

* rozumie, ¢o je deepfake a ako vznika,

* pozna najastejSie pouzitia a rizika spojené s technologiou deepfake,

* dokaze urcit’ znaky falo$nej video- alebo audio nahravky,

* rozumie, ako moze byt’ deepfake vyuzity v dezinformacii a kyberSikane,

* rozvija schopnosti kritického prijimania multimedidlnych materidlov na internete.

2. Ciel’ova skupina

Ziaci zakladnych §kol

3. Metody vyucovania

» Brainstorming

* Mini-prednaska s multimedialnou prezentaciou

* Analyza kratkych materidlov (snimky/vided)

* Skupinové cvicenie — ,,Pravé alebo zmanipulované?“
* Riadena diskusia

* Individudlna reflexia
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4. Didaktické pomécky / zdroje

* Pocitac, projektor, interaktivna tabul'a

* Prikladové snimky obrazovky alebo kratke, fiktivne (bezpecné) filmy a hlasové nahravky, v
ktorych bola pouzita manipulacia (bez vyuzitia skuto¢nych osob)

* Karta ,,10 varovnych signalov deepfake-u*

» Zoznam vzdelavacich a fact-checkingovych stranok:

o EU: https://edmo.eu, https://euvsdisinfo.eu

o Pol'sko: https://demagog.org.pl

o Cesko: https://manipulatori.cz

o0 Slovensko: https://infosecurity.sk

o Ukrajina: https://www.stopfake.org

5. Priebeh hodiny (45 mint)
1. Uvod — ukazuji nahravky vidy pravdu? (5-7 min)

1.1 Brainstorming — skusenosti Ziakov (2—3 min)

» Ucitel’ poziada Ziakov, aby uviedli priklady nahravok z internetu, ktoré vyzerali:

o0 ,,divne, ,,neprirodzene,

o ,,prili§ Sokujuco, aby boli pravdivé®,

o vzbudzovali pochybnosti, ¢i naozaj zobrazuju dant situaciu alebo osobu.

« Odpovede mdzu byt zapisané na tabul’u v dvoch stipcoch:

,»Nahravky, ktorym verim* / ,,Nahravky, ktoré sa zdali podozrivé®.

* Cielom je ukazat’, ze nie vSetky vided a nahravky na internete st doveryhodné, aj ked’
vyzeraju profesionalne.

1.2 Nadvizujuce otazky do kratkej diskusie (2 min)

* M6zeme vzdy verit’ tomu, o vidime vo videu alebo pocujeme v nahravke?

» MozZe technologia spdsobit’, ze niekto povie alebo urobi nieco, ¢o nikdy nepovedal ani
neurobil?

* Preco je Coraz t'azSie odliSit’ pravé nahravky od falosnych?

* Videli ste niekedy video, ktoré vyzeralo ako vtip alebo bolo zmenené filtrami a aplikdciami?
Ako to ovplyvnilo vieru v jeho pravdivost’?

1.3 Kratke priklady na analyzu (volitel’'ne, 1-2 min)

Ucitel’ moze ukézat’ 2 obrazky alebo kratke slajdy (fiktivne):

» fotku/video zobrazujice znamu osobu v nezvycajnej situacii (napr. hovoriacu cudzim
jazykom),

» Cast’ zmanipulovanej nahravky s vidite'ne neprirodzenym pohybom pier alebo zvukom.
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fewer wrinkles

darker iris

fuller lips

Original Deepfake

Priklad A — Znamna osoba v netypickej situacii
Obrazok ukazuje celebritu (napr. na ¢ervenom koberci) v ne¢akanom momente — zakopnutie,
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pad alebo in4 situacia, ktora by sme t'azko videli mimo kontextu. To je vhodny tivod k
diskusii o tom, ako 'ahko moZno manipulovat’ kontext.

Priklad B — Schémy deepfake — znepokojivé detaily tvare
Obrazok porovnava prirodzené a zmanipulované video: rozdiely okolo ust, pohl'adu, proporcii
tvare. Takéto vizudlne priklady pomahaju ziakom vSimnut’ si jemné znaky falSovania.

Nasledne sa pyta:
* Vyzera tato fotka doveryhodne? Co v nej vyvolava pochybnosti?
» Ako mdzeme zistit, Ze material je doveryhodny?

1.4 Doplnenie uditel’a — odborné informacie (2 min)

* Deepfake je falo$né video, obrazova alebo zvukova nahravka, vytvorena pomocou umele;j
inteligencie, ktora predstiera, ze je skuto¢na.

» Tato technologia dokaze zamenit’ tvar, hlas alebo spravanie ¢loveka vo videu tak, ze to
pdsobi vel'mi realisticky.

* Ciele pouzivania deepfake:

o zébava (napr. filtre, humorné vided),

o podvody a vylakanie penazi, vydavanie sa za zname osoby,

o vyhrazky, kyberSikana, nicenie reputacie,

o politicka a spolo¢enska dezinformacia, vytvaranie falosnych dokazov.

* Hrozba: v ére deepfake je Coraz t'azSie odliSit’ pravdu od manipulacie, preto sa u¢ime
dokladne analyzovat’ nahravky eSte predtym, nez im uverime alebo ich zdiel'ame d’ale;.

2. Mini-prednaska: Co je deepfake a aké nesie hrozby? (10-12 min)

2.1 Uvod (1 min)

» Ucitel sa pyta:

o Verite vSetkému, ¢o vidite vo filmoch na internete?

0 Zobrazuje video vzdy pravdu?

 Zdorazni, ze v ére novych technologii ,,vidiet** neznamend vzdy ,,uverit*, pretoZe umela
inteligencia dokaze vytvarat’ falo§né nahravky, ktoré vyzeraju ako skutocné.

(13

2.2 Definicia deepfake (2 min)

» Deepfake je technologia zalozena na umelej inteligencii, kde algoritmy (neurénové siete)
analyzuju stovky az tisice fotiek a nahravok skuto¢nej osoby, aby vytvorili faloSny obraz,
video alebo hlas, ktory vyzera a znie ako original.

* Nazov pochéadza z:

o deep learning (hlboké ucenie) — technologia stojaca za tymto javom,

o fake (falosny).

* Ciel’: vytvorit’ nahrévku tak realisticky, Ze je tazko rozpoznatelna od pravdy.
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2.3 Ako vznika deepfake? (2—3 min)
* Algoritmus:

1. Zbiera udaje — fotky, vided, hlasové vzorky vybranej osoby (Casto verejné materialy z
internetu).

2. UC¢i sa mimiku, pohyby pier, ton hlasu, aby ich vedel napodobnit’.

3. Generuje nové video alebo audio, v ktorom osoba vyzera, akoby hovorila alebo robila
nieco, ¢o nikdy nepovedala ani neurobila.
* Priklad: vytvorenie videa, kde celebrita propaguje produkt, ktory nikdy nepouzivala,
alebo politik hovori nieco kontroverzné, ¢o v skutocnosti nikdy nepovedal.

2.4 Priklady pouZzitia (2 min)

* Pozitivne / neutralne vyuzitia:

o Zabava — filtre na TikToku, vymena tvari vo filmoch, dabing do rd6znych jazykov.

o Speciélne efekty v kine (napr. ,,omladzovanie* hercov vo filmoch).

* Negativne / skodlivé:

o Politickd dezinformdcia: falosné prejavy, ktoré mézu ovplyvitovat’ ndzory voliCov alebo
destabilizovat’ spolo¢nost’.

o Vydévanie sa za zname osoby: celebrity, politici, ale aj znami — s cielom vyldkat’ peniaze.
o Kybersikana a vydieranie: tvorenie falosSnych kompromitujicich materialov na
zosmiesnenie alebo zastrasenie.

0 Finan¢né podvody: napr. zmanipulované telefonaty s hlasom riaditel’a firmy, ktory
nariad’uje prevod penazi.

2.5 Hrozby deepfake pre spolo¢nost’ (2 min)

* Hrozba pre demokraciu: faloSné nahravky mézu ovplyvnit’ vysledky volieb alebo vyvolat
nepokoje.

* Pokles dovery v média: je Coraz t'azsie rozlisit’ pravdu od klamstva — l'udia zac¢inaju
pochybovat’ aj o pravych nahravkach.

* ZniCenie reputdcie: zmanipulované materidly mézu zruinovat’ sikromny aj pracovny zivot
nevinnych ludi.

* Bezpecnost’ Statu a firiem: deepfake moze sluzit’ na podvody, Spionédz, kybernetické utoky.
* Psychologické nésledky pre obete: pocit hanby, stres, depresia, strach z d’alSich utokov.

(Ucitel’ moze pridat kratky fiktivny pribeh, napr.: .,V jednej krajine rozoslali video, kde
premiér oznamuje kapitulaciu pocas konfliktu — nahrdvka bola falosnd, no spésobila paniku
medzi obyvatelmi*.)

2.6 Varovné signaly deepfake (3—4 min)
Ucitel’ predstavi ,,Kartu 10 varovnych signalov deepfake-u‘ a vysvetli ich na prikladoch:

1. Neprirodzené pohyby pier — slova nesedia s pohybom ust.
2. Nerovnomerné svetlo na tvari, zvlastne tiene alebo chybajuce odrazy v oc¢iach.
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Deformované alebo rozmazané ¢asti obrazu, najma pri pohybe hlavy.

O¢i, ktoré nemrkaju prirodzenym sposobom.

Zvuk oneskoreny oproti pohybu ust.

Hlas s kovovym tonom, skreslenia, ,,strihy* uprostred vety.

Chyba zdroj vo vierohodnych médidch — video sa objavuje iba na neznamych

kandloch.

8. Obsah prili$ Sokujuci, aby bol pravdivy — napr. politik uraza cely §tat, celebrita sa
priznava k nelegalnej ¢innosti.

9. Nahravka sa $iri vel'mi rychlo, ale chybaja iné potvrdzujiice materialy.

10. Chybaju d’alSie dokazy (napr. tlacové spravy, svedectva).

NoOokw

2.7 Zhrnutie (1 min)

* Deeptake nie je iba hra s technoldgiou — je to aj hrozba pre pravdu, povest’ I'udi a
bezpecnost’ spolo¢nosti.

* Preto je vzdy potrebné overovat’ zdroje nahravok, neverit’ materialu len preto, ze ,,ho
vidime*, a pouzivat’ nastroje na overovanie multimédii (fact-checking, vyhl'adévanie
obrazkov spiatnym sledovanim).

» Ucitel’ oznami, ze v d’alSej Casti hodiny budi mat’ Ziaci moznost’ vyskusat’ si rozpoznavanie
falosnych nahravok.

3. Skupinové cvicenie — ,,Pravé alebo zmanipulované?* (15-20 min)

3.1 Rozdelenie do skupin a priprava materialov (2 min)

* Trieda sa rozdeli na 3—5 skupin po 3—4 Ziakoch.

» Kazda skupina dostane stubor 2 kratkych opisov nahravok:

o 1 prava nahravka — autentické, potvrdené udalosti alebo fiktivne materialy vytvorené ako
,vierohodné* — https://www.youtube.com/watch?v=bquB_pKPIYk

o 1 zmanipulovana nahravka (deepfake) — vytvorena na vzdelavacie tcely, s viditeInymi
znakmi manipulacie (napr. zvlastne pohyby pier, chybajici zdroj, umely hlas) —
https://www.youtube.com/watch?v=cQ54GDm1elL0

» Kazd4 skupina dostane aj ,,Kartu 10 signdlov deepfake-u* ako pomocku na analyzu.

Karta 10 signalov deepfake-u
(moze byt vytlacend vo formate A4 a rozdana kazdej skupine)
10 signalov, Ze nahravka mézZe byt’ deepfake:

1. Neprirodzeny pohyb ust — nedokonala synchronizacia so zvukom.
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2. Nerealistické mrkanie o¢i — prili§ zriedkavé alebo neprirodzené.

3. Zvlastne tiene a osvetlenie — svetlo na tvari nesedi s pozadim.

4. Rozmazania alebo artefakty obrazu — najméa okolo st a o¢i.

5. Zmena farby hlasu — hlas znie ,,kovovo* alebo synteticky.

6. Chybajuca plynulost’ pohybov — nahle preskoky alebo ,,kizanie sa“ prvkov obrazu.

7. Chybajuci alebo neznamy zdroj nahravky — bez loga, datumu, informadcii o autorovi.
8. Prilis dokonaly alebo neprirodzeny vzhl'ad tvare — bez vrasok, prili§ hladk4 pokozka.
9. Nesulad reci tela — gesta alebo mimika nezodpovedaji obsahu vypovede.

10. Tlak ¢asu alebo senzacie — nahravka sa objavuje nahle v krizovej situacii.

3.2 Uloha pre skupiny (12-14 min)

Krok 1 — Analyza nahravok (5-6 min)

Ziaci spolo¢ne sleduju alebo analyzuju kazda nahravku/obrazok:

* Vyzdvihuju podozrivé prvky:

o neprirodzené pohyby pier alebo o¢i,

o chybajuci zdroj alebo logo spravodajskej stanice,

o skreslenia obrazu,

o nezvycajny ton hlasu alebo oneskorenie zvuku,

o prili§ senzacieplny obsah.

(Ziaci mozu tieto prvky oznacovat’ farebnym zvyraziiovadom na vytlatkoch alebo zapisovat
do analytickej karty.)

Krok 2 — Hodnotenie pravosti (3—4 min)

+ Skupina rozhodne, ¢i je nahravka:

0 prava,

o zmanipulovana (deepfake),

o tazko urcitel'na (ak si nie su isti).

* Uvedu kratke zdovodnenie, vyuZivajic varovné signaly.

Krok 3 — Ur¢enie mozZného ciel’a vytvorenia nahravky (3—4 min)
« Ziaci sa zamyslaju:

o Pre¢o mohol niekto vytvorit’ takyto material?

o Cielom mohlo byt’ napr.:

& vyvolat’ emocie (strach, hnev, smiech),

& politicka manipulacia,

% vydieranie alebo zosmies$nenie konkrétnej osoby,

& finan¢ny zisk (napr. reklamy, podvod),

& humorny alebo zabavny ucel.

3.3 Tabul’ka na analyzu (na vyplnenie v skupine)

Projekt spolufinancovany Eurépskou uiniou



Co-funded by
the European Union

Mozny ciel
vytvorenia
deepfake-u

Nahravka Prava alebo Aké varovné signaly
(¢.) faloSna? ste spozorovali?

Odkial’ by sa dalo
nahravku overit’?

3.4 Prezentacia vysledkov (3—5 min)

» Kazda skupina predstavi nahravku a zhrnie:

o svoje rozhodnutie (prava/falosna),

o hlavné varovné signaly, ktoré zaznamenali,

o mozny ciel vytvorenia nahravky,

o zdroje na overenie vierohodnosti (napr. Demagog.org.pl, StopFake.org, spétné
vyhl'adavanie obrazkov).

« Ucitel’ doplni chybajuce informécie a ukaze d’alie sposoby overovania.

3.5 Zhrnutie cvi¢enia (1-2 min)

* Nie kazda nahravka na internete je prava, a deepfake moze vyzerat' vel'mi realisticky.
* Aby sme sa nedali oklamat™:

0 Analyzujme detaily obrazu a zvuku,

o Overujme zdroje a vyuzivajme fact-checking,

o Neverme nahravkam iba preto, Ze vyzeraji doveryhodne.

4. Diskusia: M6Zeme verit’ tomu, ¢o vidime na internete? (8—10 min)

4.1 Ciel’ diskusie

* Pomdct Ziakom pochopit’ vplyv deepfake na doveryhodnost’ informécii na internete.

* Rozvinut’ schopnost’ kritickej analyzy video- a audiozdznamov, aj ked’ vyzeraju realisticky.
* Spolo¢ne vytvorit’ zasady opatrnosti pri pouzivani vizudlnych materialov online.

4.2 Otazky pre zZiakov (na rozhovor v kruhu alebo metédou ,,snehovej gule)
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1. Je videozdznam vzdy dokazom pravdy?
o Aké situacie mozu spdsobit’, ze film zavadza, aj ked’ vyzera pravdivo?
0 Videli ste niekedy material na internete, ktory sa ukazal ako prerabka alebo vtip?
2. Ako deepfake ovplyviiuje nasu doveru k informaciam?
o Robi nas vedomie existencie deepfake-ov menej dover¢ivymi aj k pravym spravam?
0 Moéze to viest’ k postoju ,,neverim nicomu, ¢o vidim na internete*?
3. Preco sa falosné nahravky Ssiria rychlejsie ako opravy?
o Spdsobuju emocie a senzacia, ze rychlejsie klikame na ,,zdiel’at™?
o Preco sa opravy alebo potvrdenia faktov dostavaju k mensiemu poctu I'udi?
4. Ako sa mdézeme chranit’ pred podvodmi s pouzitim deepfake-ov?
o Aké prvé kroky by sme mali urobit, ak uvidime Sokujacu nahravku?
o Treba vzdy verit’ videdm, ktoré ndm poslu priatelia?
o Aké nastroje alebo stranky mozu pomoct’ pri overovani pravosti videa (napr.
Demagog.org.pl, StopFake.org, spitné vyhl'adavanie obrazkov)?
5. Bude v buducnosti este t'azsie odlisit’ pravdu od vizudlnej manipulacie?
o Ako mdze rozvoj umelej inteligencie ovplyvnit’ nasu schopnost’ rozpoznavat’ falo§né
materialy?
o Dokéze technoldgia fact-checkingu drzat’ krok s vyvojom deepfake-ov?

4.3 Techniky vedenia diskusie

* ,Ruka hore — dve strany*: ucitel’ polozi otdzku ,,Md&ze byt’ videozdznam dokazom pravdy?*
— Zlacl sa postavia na stranu ,,ano* alebo ,,nie* a obhajujt svoje stanovisko.

» Myslienkovéa mapa na tabuli: v strede ,,MdZeme verit’ nahrdvkam na internete?, okolo
argumenty ,,za*“ a ,,proti®.

* Nadviazanie na predchadzajice cvicenia: ucitel’ odkaze na priklady analyzované v
skupinéch — ktoré znaky nahravok pdsobili podozrivo?

4.4 Zaver ucitela (2-3 min)

* Deepfake je mocny nastroj manipulacie, ktory moZe menit’ naSe vnimanie reality.

* Aj pravé nahravky moézu byt’ vytrhnuté z kontextu alebo pouzité zavadzajiaco — preto je
opatrnost’ potrebna vzdy, nielen pri deepfake-och.

* Z4sada zlatej opatrnosti:

o neverime nahravke iba preto, Ze ,,ju vidime na vlastné o¢i®,

o vzdy hl'adame d’alSie zdroje a potvrdenia (média, oficialne vyhlasenia, fact-checking).
* V ére umelej inteligencie je kritické myslenie dolezitejSie nez kedykol'vek predtym —
technoldgia moZe oklamat’ o€i a usi, ale nenahradi vedomého, analyzujiceho prijemcu.
* Zdiel'anim neoverenych videi sa mézeme nevedomky stat’ sti¢ast’ou problému
dezinformacie.
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5. Zhrnutie a reflexia (7 min)

Ziaci dokondéia vety:

* ,Pochopil/a som, ze deepfake...*

* ,Najviac podozrivé na falosnych nahravkach je...*
*,,.Skor nez zdiel'am video alebo nahravku, overim...*
* ,Najnebezpecnejsie na deepfake je to, ze mdze. ..

Spolo¢ny zoznam v triede: ,,5 sposobov, ako odhalit’ deepfake*, napr.:

Analyzujem detaily obrazu — o¢i, usta, tiene.

Overujem zdroj nahravky vo vierohodnych médiach.

Hrladdm ta ista informdciu vo viacerych nezéavislych zdrojoch.

Neverim nahravkam, ktoré vyvolavaju extrémne emdcie a nemaju potvrdenie.
Pouzivam nastroje na overovanie multimédii (napr. spdtné vyhl'addvanie obrazkov).

AR

6. Slovnik pojmov

Pojem Definicia
Falo$na video- alebo audio nahravka vytvorena pomocou umelej
Deepfake o . . . «
inteligencie, ktora vyzera ako skuto¢na.
Vizualna , , . - s .
PR Umyselné upravovanie obrazu s ciel'om skreslit’ realitu.
manipulacia
Dezinformacia Sirenie falo§ného obsahu s cielom uviest’ prijemcov do omylu.

Kontrolovanie pravdivosti materialov, zdrojov a ich kontextu na

Overovanie obsahu . , .
viacerych miestach.

Charakteristické prvky naznacujuce, Ze video alebo audio méze byt

Varovné signaly . ,
zmanipulované.

7. Metodicky sprievodca pre ucitel’a

7.1 Priprava na hodinu

* Vyber materialov:

o Pouzivaj fiktivne alebo vzdelavacie priklady deepfake-ov, aby sa predislo kontroverziam,
poruSovaniu prav skutoénych oséb ¢i vyvolavaniu neziaducich emdocii.

o Vyhybaj sa politickym, nabozenskym, brutdlnym alebo kompromitujicim obsahom —
materidly musia byt’ neutralne a bezpecné.

o Zabezpec roznorodost’ formatov — kratke videoklipy, audio nahravky, snimky obrazovky,
opisy situacii — aby bolo vidiet’, Ze deepfake mdze mat’ r6zne podoby.

* Technicka priprava:
o Skontroluj funk¢énost’ techniky (projektor, reproduktory) a materialov pred hodinou, aby sa
predislo technickym problémom.
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o Uisti sa, ze vSetky vided a audionahravky st ulozené offline, aby si sa vyhol pouzivaniu
potencialne nebezpecnych online zdrojov pocas hodiny.

7.2 Vedenie vyucovania

« Uvod:

o Zacni prikladmi, ktoré Ziaci poznaju (filtre z aplikacii, videomemy, Gpravy hlasu) — pomoze
im to lepSie pochopit, €o je deepfake a aké I'ahké je zmenit’ nahravku.

o Podporuj zdielanie vlastnych skusenosti Ziakov, ale dbaj na to, aby sa nik necitil hodnoteny.

* Mini-prednaska:

o Pouzivaj jednoduchy a zrozumitel'ny jazyk pri vysvetl'ovani technickych pojmov (napr.
,heurdénove siete* — ,,pocitacovy program, ktory sa uci na mnozstve fotiek, ako vyzera tvar
cloveka®).

o Vkladaj kratke otazky pre ziakov poc¢as vykladu, aby si udrzal ich pozornost’ a aktivitu.

* Cvicenia:

0 Dbaj, aby v kazdej skupine bol ziak, ktory dokaze obsluhovat’ pocita¢ alebo interaktivnu
tabul’'u, ak sa analyzuju videa.

o Poskytni Ziakom analytické néstroje (karta varovnych signalov deepfake-u, kontrolné
otazky), aby bola skupinova praca jednoduchsia a prehl'adnejsia.

o Po cvi¢eniach zdorazni, ze tazkost’ s rozpoznanim falo$nej nahravky je normalna — aj
odbornici sa mylia.

7.3 Moderovanie diskusie

* Pouzivaj otvorené otazky: ,,Co si o tom myslite?*, ,,Preco si to myslis?*, ,,Mé niekto iny
nazor?*

* Nehodnot odpovede ako ,,dobré* alebo ,,z1¢*“ — ukaz, ze kazdy nazor je vychodiskom pre
analyzu.

* Ak ziaci uvedu priklad zo skutocného Zivota, uisti sa, Ze je podany neutralne a nikoho
neposkodzuje.

» Zdorazni, ze deepfake je technolodgia, nie chyba obete — kazdy moze byt oklamany, preto je
dolezité naucit’ sa mechanizmy rozpoznavania manipulécie.

7.4 Bezpe€na atmosféra

* Dohodni sa na pravidle: ,,Nevysmievame sa cudziemu nazoru, neposudzujeme tych, ktori sa
niekedy nechali oklamat™.

Ak ziak spomenie vlastnt skuisenost’ (napr. kliknutie na falo§né video), pod’akuj za odvahu

namiesto kritiky jeho spravania.
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* Davaj pozor, aby analyzované materialy neboli drastické, agresivne alebo kompromitujuce,
aj ked fiktivne — cielom je ucenie analyzy, nie vyvolavanie negativnych emocii.

7.5 Vychovny ciel’ a kPucové posolstva hodiny

« Kritické myslenie: Ziaci by mali pochopit, e video nie je vzdy dokazom pravdy a
technoldgia mdze realisticky manipulovat’ obrazom a zvukom.

* Opatrnost’ na internete: Zdiel'anie neoverenych materidlov méze Sirit’ dezinforméciu a
Skodit’ inym.

* Vedomé pouzivanie médii: Je vhodné overovat’ obsah vo viacerych zdrojoch, vyuzivat fact-
checkingové portaly a hl'adat’ potvrdenia vo vierohodnych médidch.

» Empatia: Deepfake sa ¢asto pouziva ako nastroj kyberSikany — treba reagovat, ked’ sa niekto
stane obet'ou falosnych nahravok.

7.6 Rozsirenia hodiny

« Domaca tlloha: Ziaci hladaju informécie o pripadoch pouzitia deepfake vo svete (napr. v
politike, reklame, filme) a hodnotia ich dopad na prijemcov.

* Plagat v triede: ,,5 zasad opatrnosti pri videach na internete* — vytvoreny spolocne, na
upevnenie vedomosti.

* Mini-projekt: Priprava kratkej vzdelavacej kampane pre ostatnych ziakov $koly — ako
rozpoznavat’ deepfake a nenechat’ sa oklamat’.

Zdroje vedecké a vzdelavacie

« EDMO - European Digital Media Observatory

https://edmo.eu

— eurdpske centrum poznatkov o dezinforméciach, obsahuje spravy a analyzy tykajtce sa
novych foriem vizualnej manipulacie vratane deepfake-ov.

» EUvsDisinfo — projekt Europskej sluzby pre vonkajsiu ¢innost’
https://euvsdisinfo.eu

— databaza analyzovanych pripadov dezinformacie, vratane zmanipulovanych
videomaterialov, vzdelavacie nastroje na rozpoznavanie falo§ného obsahu.

« EDMO Taskforce on Al and Disinformation (2023)
https://edmo.eu/research/ai-disinformation-taskforce

— spravy a odporu¢ania EU tykajtice sa hrozieb spojenych s pouzivanim umelej inteligencie
pri tvorbe faloSnych nahravok.
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* UNESCO - Media and Information Literacy Curriculum for Teachers
https://unesdoc.unesco.org/ark:/48223/pf0000192971

— vzdeldvaci program pre ucitel'ov o kritickom mysleni a analyze medidlnych materialov,
vratane audiovizualnych manipuldcii.

Pol’ské fact-checkingové zdroje

* Demagog.org.pl — najvicsi pol'sky fact-checkingovy portal

https://demagoqg.org.pl

— analyzy falo$ného obsahu, vratane prikladov zmanipulovanych nahravok a navody na
overovanie multimedialnych materialov.

Ceské a slovenské zdroje

* Manipulatofi.cz

https://manipulatori.cz

— Cesky vzdelavaci a analyticky portél Specializujtci sa na odhal'ovanie manipulécii vratane
deepfake materidlov pouzivanych v dezinforma¢nych kampaniach.

* Demagog.cz

https://demagog.cz

— Cesky ekvivalent pol'ského Demagoga, obsahuje analyzy videi vyuZivanych na manipulaciu
verejnej mienky.

* Demagog.sk

https://demagog.sk

— slovensky fact-checkingovy portal, vzdelavacie materialy o fake news a novych formach
digitalnej manipulécie.

* Infosecurity.sk — Institat pre bezpecnostnu politiku

https://infosecurity.sk

— analyzy informac¢nych hrozieb, spravy o dezinformaciach vo videdch a faloSnych
nahravkach v regione strednej a vychodnej Europy.

Ukrajinské zdroje

* StopFake.org

https://www.stopfake.org

— ukrajinsky portal bojujtci proti dezinforméciam, analyzuje zmanipulované nahravky,

falo$né vojnové videa a audiovizualne manipuldcie na internete.
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